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Set 

• Set: an unordered collection of distinct objects

• A = B if and only if A ⊂ B and B ⊂ A / ∀𝑥 ∈ 𝐴, 𝑥 ∈ 𝐵 𝑎𝑛𝑑 ∀𝑦 ∈ 𝐵, 𝑦 ∈ 𝐴

• Cardinality

Set operation: 

Subset 

Union

Intersection

Set difference  𝐴 − 𝐵 = 𝑥 ∈ 𝐴 𝑥 𝐵}

Symmetric difference  𝐴 ∆ 𝐵 = 𝐴 − 𝐵 ∪ (𝐵 − 𝐴)

Powerset

Empty set



Ordered pair & Cartesian Product

• Kuratowski’s definition:

• Property:

• Valid encode:
• Ordered pair                                             (the definition of 0 and 1 is not restricted, we only need to 

know these are two different objects)

• Ordered triple

• n-tuple

• Invalid encode: 
• Ordered triple

• Cartesian Product

For two sets X, Y , their Cartesian product is

Some examples:



Logic 

Imply:

How to prove a statement is true:

• From definition

• Truth table

• Truth tree: systematically derive a contradiction from the assumption that a certain set 
of statements is true.
• Infers which statements are forced to be true under this assumption.

• When nothing is forced, then the tree branches into the possible options

All branch lead to contradiction: the original statement is true(as you make the opposite 
assumption)
Some branch failed to lead to contradiction: can’t derive anything. Giving counter examples can 
prove the original statement is false / or change the assumption to prove again

• Natural deduction: formally derive the statement from (classical) logical rules

Opposite of the statement you 
want to prove to be true



Truth tree

• With logic operator          (this table will not be provided in exam

• With ∀ 𝑎𝑛𝑑 ∃

        : exist     that P(a) is true, while     is a new constant symbol here

                     should use a new symbol each time, 

                     as we don’t know what     is, only know     exists

                    : can choose arbitrary x. but…how to choose?             is true, but useless

                    “Delay” the choose! (create contradictory)

Good practice: 



Natural Deduction Rules

Assumption Conjunctions 

Disjunctions 

Implication 

Absurdities 

Axiom of the Excluded Middle

only in classical logic, 
not in constructive logic

What is the small “a”?
Tags for assumptions!

Interesting fact: these 
two can not derive 
each other



• Prove by definition: 

(I don’t think this would appear in the exam but this can check you understand of definitions)

• Prove by truth tree

• Prove by natural deduction rules



Induction  

Recursive definition

To prove a statement P(t), ∀ 𝑡𝑟𝑒𝑒 𝑡
1. Prove P(leaf)
2. If P(left), P(right), value x, prove 
     P(node(x, left; right)) 

To prove a statement P(l), ∀ 𝑙𝑖𝑠𝑡 𝑙
1. Prove P(nil) (empty list)
2. If P(l), and a is an element, prove P(<a, l>)

Structural proof :



Induction  

Monoid: a set equipped with an associative binary operation and an identity 
element.

The order of elements matters(as no commutative rule) but the order of operation(calculate which part first) 
doesn’t matter

                                                                                           monoid => foldr and foldl have the same effort



Induction  

• Weak induction

• Strong/complete induction             

     

Natural number

Please clearly write the base case, IH and inductive case
when you are writing proof 



𝒂 ∈ 𝚺 



Given an alphabet Σ = 𝑎, 𝑏, 𝑐 , 𝑎, 𝑏, 𝑐 are distinct. Consider the subset of strings 𝐴 ⊂ Σ∗ 
recursively defined by 
 𝑎 ∈ 𝐴
    if x ∈ 𝐴, 𝑏𝑥 ∈ 𝐴 
    if x ∈ 𝐴, 𝑥𝑐 ∈ 𝐴
prove that 𝐴 = 𝑏𝑛𝑎𝑐𝑚 𝑚, 𝑛 ∈ ℕ}.

• How to prove two sets are equal

• How to prove the base case

• What is the IH

• How to prove the inductive case



Relation & Function

Ordered pair(Kuratowski): For any x, y, let (𝑥, 𝑦) ∶=  {{𝑥}, {𝑥, 𝑦}}.

For two classes X, Y , their Cartesian product is 𝑋 × 𝑌 ∶= {(𝑥, 𝑦) | 𝑥 ∈ 𝑋 & 𝑦 ∈ 𝑌 }

A set (or class) R is a binary relation if each of its elements is an ordered pair (x, y), in which 

case we write 𝑥 𝑅 𝑦 ∶  𝑥, 𝑦 ∈  𝑅.

e.g.: ∈ =  {(𝑥, 𝑦) | 𝑥 ∈  𝑦}.

𝑑𝑜𝑚𝑎𝑖𝑛(𝑅) ∶=  {𝑥 | ∃𝑦 ((𝑥, 𝑦)  ∈  𝑅)}, 𝑟𝑎𝑛𝑔𝑒(𝑅) ∶=  {𝑦 | ∃𝑥 ((𝑥, 𝑦)  ∈  𝑅)}.

A relation f is a function if for each x in domain(f), there exist unique y such that x f y, 

we denote this y by f(x). 

If f is a function, domain(f) = X, and range(f) ⊆ Y , then we say that f is a function from X 

to Y , denoted f : X → Y , and call Y a codomain of f.

𝑌𝑋 ∶=  {𝑓 | 𝑓 𝑖𝑠 𝑎 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑋 →  𝑌 }.

Relation: subset of a Cartesian product

Elements in relation: ordered pairs

Function: some special relations



Operation on Relation/Function



• For two functions  𝑓, 𝑔 ∶  𝑋 →  𝑌 , we have  𝑓 = 𝑔 ∀𝑥 ∈  𝑋 (𝑓(𝑥)  =  𝑔(𝑥))

• Partial function: 𝑑𝑜𝑚𝑎𝑖𝑛 𝑓 ⊆ 𝐴    Total function: domain 𝑓 = 𝐴

Given a function F : A → B, with dom F = A and im(F ) ⊂ B,

• Injective/one-to-one: 

• Surjective/onto: im(F)=B

• Bijective: injective & surjective

Injection & Surjection 



Properties of relations 

Partial order:

 non-strict: reflexive, antisymmetric, transitive

 strict: irreflexive, asymmetric, 

              antisymmetric, transitive

Total order:

 partial order + total(any two can be compared)

 e.g., divisibility, subset relation are not total order

Equivalence relation:

reflexive, symmetric, transitive

e.g.,=, ≡, 𝑖𝑠𝑜𝑚𝑜𝑟𝑝ℎ𝑖𝑠𝑚







Formal Power Series



Formal Power Series

Linear Recurrence Binomial Identity Advanced Counting

Characteristic Eq. Binomial Theorem Inclusion-Exclusion



Linear Recurrence Relations



Solving Linear Recurrence

Could you try to solve with generating function?
I tried but 😣😥 it’s too hard….

෍

𝑛≥0

3𝑛𝑛2𝑥𝑛 =
3𝑥(1 + 3𝑥)

1 − 3𝑥 3



Solving Linear Recurrence

To solve 𝑎𝑛 = 𝑐1𝑎𝑛−1 + 𝑐2𝑎𝑛−2, let 𝐴 𝑥 = σ𝑛≥0 𝑎𝑛𝑥𝑛.



Solving Linear Recurrence

Consider the linear recurrence relation given by:
𝑎𝑛 = 5𝑎𝑛−1 − 6𝑎𝑛−2 + 2𝑛 

with initial conditions 𝑎0 = 1, 𝑎1 = 3. 

Find 𝑎𝑛’s closed-form expression.



Solving Linear Recurrence

By the recurrence relation,
𝐴 𝑥 − 1 − 3𝑥

𝑥2
= 5

𝐴 𝑥 − 1

𝑥
− 6𝐴 𝑥 +

1

1 − 2𝑥
Apply partial fraction, we get

𝐴 𝑥 =
1 + 5𝑥2 − 4𝑥

1 − 2𝑥 2(1 − 3𝑥)
= 2

1

1 − 3𝑥
−

1

2

1

1 − 2𝑥
−

1

2

1

1 − 2𝑥 2 

Therefore,

𝑏𝑛 = 𝑥𝑛 𝐴 𝑥 = 2 ⋅ 3𝑛 − 2𝑛 −
1

2
𝑛 ⋅ 2𝑛



Binomial Theorem 



Binomial Coefficient in ℕ

𝑛

𝑘
=

𝑛

𝑛 − 𝑘
 

𝑛

𝑘
=

𝑛!

𝑛 − 𝑘 ! 𝑘!
 

෍

k=0

𝑛
𝑘

𝑚
=

𝑛 + 1

𝑚 + 1
 

𝑛

𝑘
=

𝑛 − 1

𝑘
+

𝑛 − 1

𝑘 − 1
 



Proving Combinational Identities



𝐿𝐻𝑆 = ෍

𝑘≥0

𝑛 + 1

𝑘 + 1
𝑥𝑘 =

1

𝑥
⋅ ෍

𝑘≥0

𝑛 + 1

𝑘 + 1
𝑥𝑘+1 =

1

𝑥
⋅ ෍

𝑘≥0

𝑛 + 1

𝑘
𝑥𝑘 −

𝑛 + 1

0
𝑥0

=
1

𝑥
⋅ ෍

𝑘≥0

𝑛 + 1

𝑘
𝑥𝑘 − 1 =

1

𝑥
⋅ 1 + 𝑥 𝑛+1 − 1  

𝑅𝐻𝑆 =  ෍

𝑘≥0

𝑛

𝑘 + 1
𝑥𝑘 + ෍

𝑘≥0

𝑛

𝑘
𝑥𝑘 =

1

𝑥
⋅ 1 + 𝑥 𝑛 − 1 + 1 + 𝑥 𝑛 

=
1

𝑥
⋅ 1 + 𝑥 𝑛 ⋅ 1 + 𝑥 − 1 = 𝐿𝐻𝑆 

Proving Combinational Identities



Exercise 

Prove the Vandermonde's identity

𝑚 + 𝑛

𝑟
= ෍

𝑘=0

𝑟
𝑚

𝑟 − 𝑘

𝑛

𝑘

by evaluate the coefficient of 𝑥𝑟 in

1 + 𝑥 𝑚+𝑛 = 1 + 𝑥 𝑚 ⋅ 1 + 𝑥 𝑛



Advanced Counting Technique

Suppose we have n identical candies and 3 children. How many 
ways are there to distribute the candies among the children if each 
child can receive any number of candies (including none)?

 Since each child can receive any number of candies, the 
generating functions for each child can be written as:

𝐶𝑖 𝑥 =  1 + 𝑥 +  𝑥2 + 𝑥3 + ⋯

 To find the generating function that represents the distribution 
of candies among all three children, we multiply the generating 
functions for each child together:

𝐶 𝑥 = 𝐶1 𝑥 ⋅ 𝐶2 𝑥 ⋅ 𝐶3(𝑥)

An example
from chatGPT



Advanced Counting Technique

Expanding this product using algebraic multiplication, we get:

𝐶 𝑥 = 1 + 𝑥 + 𝑥2 + 𝑥3 + ⋯
3

= 1 − 𝑥 −3

The coefficient of 𝑥𝑘 in the power series expansion represents the 
number of ways to distribute the k candies among the 3 children.

𝑥𝑘 1 − 𝑥 −3 = −1 𝑘 ⋅
−3

𝑘
=

𝑘 + 2

𝑘
=

𝑘 + 2

2

 Therefore, the number of ways to distribute the 𝑛 candies 
among 3 children is 𝑛+2

2
.



Advanced Counting Technique

Consider the generating function

𝑓 𝑥 = 𝑥 + 𝑥2 + 𝑥3 + 𝑥4 + 𝑥5 6
⋅ 1 + 𝑥3 + 𝑥6 + ⋯ ⋅ (1 + 𝑥 + 𝑥2 + ⋯ )

Then the number of solutions is the coefficient of 𝑥𝑛.



Inclusion-Exclusion Principle



Inclusion-Exclusion Principle



Exercise



Exercise



Pigeonhole Principle



Pigeonhole Principle

Homework ex3.6 

 Given sets 𝐴, 𝐵 s.t. 𝐴 ⊂ 𝐵 ∧ 𝐴 = 𝐵 < ∞, use pigeonhole 
principle to show that 𝐴 ⊃ 𝐵.

Proof by contradiction: Suppose 𝐵 ⊄ 𝐴, i.e. ∃𝑥 ∈ 𝐵, 𝑥 ∉ 𝐴. Let 
𝐶 ≔ {𝑥 ∣ 𝑥 ∈ 𝐵 ∧ 𝑥 ∉ 𝐴} = 𝐵 − 𝐴 ≠ ∅.

Now (B − 𝐶 ⊂ 𝐴) ∧ (𝐴 ⊂ 𝐵 − 𝐶), because only 𝑥 ∉ 𝐴 are kicked 
out. So 𝐴 = 𝐵 − 𝐶 ⇒ 𝐴 = 𝐵 = |𝐵 − 𝐶|, but 𝐵 − 𝐶 ⊊ 𝐵, and 
both of them are finite sets. By pigeonhole principle, no finite set 
is equinumerous to its subset, contradiction.



Equinumerosity



Cardinality



Cardinality



Given countably infinite sets 𝐴 and 𝐵, calculate card 𝐴 × 𝐵.

Since both 𝐴 and 𝐵 are countably infinite, then 𝐴 ≈ ℕ and 
𝐵 ≈ ℕ. Also note that ℕ × ℕ ≈ ℕ, so 𝐴 × 𝐵 ≈ ℕ. Hence 
card 𝐴 × 𝐵 = card ℕ = ℵ0.

Exercise
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